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Abstract  —  Nanoelectronics is a broad topic that spans 
molecular devices to silicon field-effect transistors.  While 
the development of nanoscale silicon devices is an important 
topic, the focus here will be on the challengers to silicon 
such as molecules, carbon nanotubes, and nanowires. In 
high performance applications like computation or 
communications, the challengers might be able to provide 
devices that are about as fast, and about as small as those 
that will be made in the near future in silicon. It is not in 
terms of performance that silicon will be challenged. The 
real potential of the challengers is that they may eventually 
provide about the same performance as silicon for a lower 
price.  

I. INTRODUCTION 

The nanometer scale is important for technology 
because atoms are a fraction of a nanometer in size and as 
soon as a few atoms are put together to make a device, 
that device has the dimensions of nanometers. The 
smallest transistors, light sources, sensors, motors, 
memory cells, and pumps are all a few nanometers in 
size. Electronic devices already have critical dimensions 
in the nanometer range and the control of fabrication at 
this scale is very important.  

Broadly speaking, there are two routes to constructing 
nanoscale electronic devices: from the top down and 
from the bottom up. In top-down technologies, devices 
are carved out of bulk materials. The best example of this 
is silicon integrated circuit technology. By selectively 
depositing layers and etching material away, fantastically 
complex circuits can be made. The other route to making 
nanostructures is the bottom-up route. In this case, 
molecular building blocks are placed in the right 
environment and they assemble themselves into 
complicated structures. The best examples of bottom-up 
structures are living cells. The different routes have their 
advantages and disadvantages. Historically, the top-down 
route has been more relevant for electronics and presently 
all complex circuits are made this way. However, there 
has been much interest lately in the bottom-up route. 

Using molecules as electronic components was first 
seriously discussed in the 1970s when top-down 
integrated circuits still had fairly large dimensions. [1] At 
that time, one of the major advantages of molecular 
electronics was said to be that it would result in circuits 
much denser than those possible by top-down 
technology. Since that time, spectacular advances have 
been made using top-down technologies. Some critical 
components, like the gate oxide, are only a few atoms 
thick. It now seems unlikely that molecular devices could 
be made significantly smaller than silicon devices. The 
miniaturization of electronics will end with the 

miniaturization of CMOS. However, there are other good 
reasons for pursuing the bottom-up approach. When 
devices are synthesized chemically, the position of every 
atom in the device is known and the devices can be 
optimized on the atomic scale. Chemical synthesis is also 
a process that can be scaled up easily. Once it is possible 
to make transistors by chemical synthesis, more 
transistors will be made in one day than will ever be 
made by photolithography. The cost per transistor will 
drop by orders of magnitude and this will lead to new 
applications.  

Once bottom-up devices are synthesized, they can 
either be added to silicon technology or they could be 
used to build circuits independently of silicon. When 
combined with silicon, nanoelectronic elements will 
provide useful functionality. Single-electron transistors 
can measure charge, spin transistors can measure 
magnetic field, nanomechanical sensors can detect 
motion or mass, quantum dots can absorb or emit light, 
and molecules can act as chemical sensors. While these 
enhancements to silicon may be important, they will 
always be tied to the economics of silicon technology. A 
real breakthrough will occur when the bottom-up 
components can be self-assembled into circuit 
independently of top-down silicon technology.  

Obviously it will be a great challenge to arrange 
chemically synthesized electronic components into 
circuits. Early applications of bottom-up nanoelectronic 
devices will probably consist of simple regular arrays of 
elements. Solar panels can be made by chemically 
synthesizing diodes and then arranging the diodes in 
parallel between planar electrodes.  It is important that 
the diodes used in solar cells are inexpensive and 
following a bottom-up route is a good way to realize this. 
A related application is lighting panels. These also 
consist of many diodes in parallel. The challenge is to 
make light sources that are more efficient and cheaper 
than normal light bulbs. Once lighting panels are made, 
displays and sensor arrays made with bottom-up 
components are likely to follow.  

Since so many devices can be produced simultaneously 
by chemical synthesis, the more complexity that can be 
included in a circuit chemically, the lower the costs of the 
final circuit will be. This could well be the successor to 
Moore's law. Instead of improving electronics by making 
the components smaller, we will start with atomically 
precise components and build ever more complex circuits 
out of them.  

In order to produce the self-assembled circuits 
described above, there three challenges must be met: 
fabricating the devices, mastering self-assembly 



techniques, and developing circuit architectures that use 
arrays of identical devices. At this point, the bottleneck 
appears to be constructing suitable nanoscale devices. In 
particular, the lack of signal gain in nanoscale transistors 
is preventing us from building electronic circuits from the 
bottom up. The following section examines some of the 
problems of very small transistors.  

II. SMALL TRANSISTORS 

Some dimensions in a transistor are more critical for 
performance than others. Three important lengths in a 
field-effect transistor are the gate length, the transistor 
width, and the gate oxide thickness. The gate length is the 
distance from source to drain. It is measured in the 
direction that the current flows. The shorter the gate 
length, the faster the transistor and the less power it 
dissipates. CMOS transistors in production have a 
physical gate length of about 50 nm. Prototype field 
effect transistors have been made with a gate length of 
6 nm. [2] The width of a transistor in the direction 
perpendicular to the current flow is mostly unrelated to 
the speed of the device. A typical field-effect transistor 
has a width about three times the gate length. The current 
a transistor can provide is proportional to the width 
transverse to the current flow so sometimes a wider 
transistor is chosen to provide more current. The gate 
oxide thickness is smallest critical length in a field-effect 
transistor. This isolates the gate electrode from the 
channel. In the transistors now in production, the gate 
oxide is about 1 nm thick. This is only a few atoms thick 
and cannot be made much thinner before quantum 
mechanical tunneling through the gate oxide causes a 
significant problem of current leaking through the oxide.  

Three important problems that small transistors 
typically have are low gain, low drive current, and large 
leakage current. A necessary condition for voltage gain in 
a field-effect transistor is that the source-drain length be 
significantly longer than the gate oxide thickness. This 
ensures that the gate voltage is more important in 
determining the conductivity of the channel than the 
source-drain voltage. Typically, the gate oxide is about 
45 times smaller than the gate length. Since the gate 
oxide is already 1 nm thick, it can't be made much 
thinner. It is possible to reduce this factor of 45 by using 
other materials but source-drain lengths smaller than 
1 nm do not seem feasible. This argument holds for any 
field-effect device. Molecular or nanowire field-effect 
devices cannot have shorter source-drain lengths than 
1 nm or they won't have gain. No other known 
mechanism, such as single-electron effects, spintronics, 
or quantum interference has ever been used to make a 
transistor that exhibits signal gain, has a source-drain 
length less than 1 nm and operates at room temper-
ature. [3]   

There are reports of transistors with source-drain 
lengths smaller than 1 nm. For instance, transistors based 
on single molecules [4] or single C60 fullerenes [5] have 
been made. These transistors have no signal gain and 
cannot be used to amplify signals.  

There are also reports of transistors with widths 
transverse to the current flow of about 1 nm. Carbon 
nanotube transistors fall in this category. [6] However, all 
of the carbon nanotube transistors that show gain have a  
gate length that is longer than the gate length of a typical 
silicon transistor. There seems to be no real practical 
advantage to the very small transistor width. 

The drive current is another important transistor 
characteristic to be considered. The drive current is the 
current the transistor can deliver when it is fully turned 
on. Sometimes the speed of a transistor is characterized 
by the gate delay CgV/Idrive. Here Cg is the gate 
capacitance, V is the signal voltage, and Idrive is the 
current drive of the transistor. This is the amount of time 
it takes to charge the input of one transistor with the drive 
current of the same transistor. Typical values for the gate 
delay in semiconductor transistors are about 1 ps. [7] The 
greater the drive current, the shorter the switching time.  

The gate delay is a lower limit on the speed of the 
circuit. The real switching speed depends on how long it 
takes a transistor to charge a voltage node. This time is 
CV/Idrive where C is the capacitance of the node. The 
capacitance C includes any stray capacitance of the wires 
plus the input capacitances at the gates of any transistors 
connected to this node. For signal voltages on the order 
of 1 V and capacitances of 100 aF, a transistor would 
have to have a drive current of 10 microamps to achieve a 
switching speed of 10 ps. Many molecular transistors that 
have been discussed in the literature provide only a few 
nanoamps of current. This means that circuits built from 
these transistors would be significantly slower than 
conventional silicon circuits. Often a lot of current is 
needed in an application. Milliamps are needed to drive a 
transmission line or to drive a signal across a chip. In 
these cases, very many molecular transistors in parallel 
would be needed. 

Another important characteristic of a transistor is the 
leakage current. A transistor can be thought of as a sort of 
switch that can be opened and closed. Even when the 
switch is nominally open so that no current should flow 
through it, there is always a small leakage current. Small 
transistors tend to have more trouble with leakage current 
than larger transistor because the source and drain 
electrodes are closer together. This leakage current 
dissipates energy and causes the circuit to heat up. The 
heat generated by the leakage current is one of the factors 
that limit the density of transistors in a circuit. The power 
dissipated per unit area due to this leakage is, nIleakV, 
where n is the transistor density, Ileak is the leakage 
current and V is the supply voltage. The leakage current 
should be responsible for no more than a small fraction of 
the total power dissipated. An acceptable total power 
density is about 10 W/cm². This can be expressed as the 
inequality,  

n << 10/(IleakVsupply) [transistors/cm²].           (1) 

Many nanoscale transistors that have been presented in 
the literature can be rejected as impractical for dense 
integrated circuits on this basis.  



The conclusions that can be drawn from this discussion 
of gain, drive current, and leakage current is that it is 
unlikely that devices can be made that are significantly 
smaller or significantly faster those projected to be 
realized in the coming decade in silicon. The 
opportunities for bottom-up transistors are not for smaller 
devices and denser circuits but for cheaper devices. 
Large-area/low-cost electronic applications such as solar 
cells, lighting panels, and displays are the applications 
where bottom-up have the most potential. Silicon 
technology has trouble competing in these applications 
because the costs of a silicon integrated circuit is on the 
order of $100/cm2. This is too expensive for many large 
area applications. If the bottom-up electronic components 
are much cheaper than silicon devices it will not matter 
that they are not as small or not as fast as silicon.  

The next few sections briefly describe the status of 
various technologies for fabricating electronic 
components by bottom-up techniques. 

III. SMALL (<3 NM) MOLECULAR DEVICES 

The electrical transport through many different small 
molecules has been measured under many different 
conditions. It is difficult to generalize about all these 
measurements but some trends can be identified. There 
are often problems with the contacts and the sample-to-
sample reproducibility is usually low. This does not mean 
that it will be impossible to find molecules that are 
reproducible, but the general experience with molecules 
that have been studied so far is that molecular devices are 
rarely reproducible. Clearly, a better understanding of 
how to make good electrical contact to molecules is 
needed. At this point, there are no molecules that are 
widely considered to be suitable for transistor or memory 
element applications. It seems that molecules smaller 
than 3 nm are too small to make good transistors.  

IV. SUPERMOLECULAR ELECTRONICS 

If small molecules are too small to be good transistors, 
an obvious course of action to take is to try to produce 
large transistors by bottom-up techniques. Large in this 
case means transistors with a gate length of 20 - 50 nm. 
This is a size range where it is known transistors can 
exhibit good electrical properties.  

Creating large structures with atomic precision is the 
domain of supermolecular chemistry. In supermolecular 
chemistry, molecules are used as building blocks that are 
arranged into larger structures. The molecules that serve 
as the building blocks are chosen to have complementary 
shapes that fit together like a lock and key. Where one 
molecule has a bump, the complementary molecule has a 
hollow that the bump fits into. The molecules form 
several weak bonds when they fit together in the proper 
way. It is essential for molecular recognition that weak 
bonds such as hydrogen bonds or van der Waals bonds be 
used. When the building blocks are first thrown together 
in solution they will come together in many 
conformations and perhaps form a few weak bonds when 

they do so. A few weak bonds will not be enough to hold 
the molecules in this conformation and the molecules will 
assume other conformations until the molecules fit 
together like a lock and key and many weak bonds are 
simultaneously formed. If properly designed, this 
structure is stable.  

While supermolecular chemistry can produce large 
molecular structures, they tend to be poor conductors. For 
instance, DNA can be used to form rather complicated 
structures but none have been shown to be good electrical 
conductors. The problem seems to lie with the weak 
bonding that is needed for the molecular recognition 
process. Materials held together by weak bonds are 
typically poor conductors. A solution to this problem may 
be to create large structures using molecular recognition 
and then use this structure as a template to create another 
structure with strong bonds. In any case, the problem of 
low conductivity in these structures must be overcome 
before high-quality electronic devices will be made by 
this route.  

V. SINGLE-ELECTRON DEVICES 

Single-electron transistors (SETs) are often discussed 
as elements of nanometer scale electronic circuits 
because they can be made very small and they can detect 
the motion of individual electrons. However, SETs have 
no voltage gain at room temperature. [8] This prevents 
them from replacing field-effect transistors in most 
applications. SETs also have a low drive current, usually 
in the nanoamp range. This makes SET circuits rather 
slow. The most promising applications for SET's are 
charge-sensing applications such as the readout of few 
electron memories, the readout of charge-coupled 
devices. SETs are particularly well suited for precision 
charge measurements in metrology that take place at low 
temperature. However, applications outside the realm of 
sensitive measurements do not seem very promising. 

VI. SEMICONDUCTING NANOWIRES 

Semiconducting nanowires are small crystals of 
semiconductors that typically have diameters of 10 nm - 
100 nm and can be up to several microns long. Different 
semiconductors can be combined in a nanowire to form 
p-n junctions, quantum dots, transistors, [9] light-emitting 
diodes, [10] and lasers [11]. What is special about 
nanowires is how they are grown. By adjusting the 
growth temperature and pressure it is possible either to 
grow a long wire of constant diameter or to grow radially 
so the diameter of the wire increases. By changing the 
sources during growth, different materials can be layered 
on top of each other either as layers perpendicular to the 
axis of the wire or as coaxial shells. [12] The transitions 
between the materials are nearly atomically sharp. This 
makes it possible to form three-dimensional structures 
during growth with sub-nanometer precision. It is 
possible to grow materials epitaxially on top of each 
other that do not grow epitaxially in large areas. This is 
because the cross section of the nanowires is so small that 



less strain is built up and larger lattice mismatches are 
possible. Properties such as the band gap of a 
semiconductor can be tuned by changing the diameter of 
the nanowires. This gives further flexibility in tailoring 
the materials for an application.  

Growing nanowires on conventional semiconducting 
substrates is a good way to introduce new materials in a 
technology. Nanowires can also be grown on a separate 
substrate and then suspended into liquid and deposited 
much the way molecules might be introduced to a circuit. 
For instance, light-emitting diodes made from nanowires 
could be assembled on an electrode in an otherwise 
completed silicon circuit. This could be used to add light 
sources to silicon circuits. It is also possible to build 
transistors using nanowires. Since they are made from 
single crystals, they have superior electrical properties to 
organic semiconducting materials presently used in low 
cost electronics. [13] These transistors could be spun on 
substrates for applications such as electronic paper, smart 
packaging, and sensors. Since the nanowires can be 
formed in one environment and then later deposited on a 
substrate, they can be used on cheap and flexible 
substrates. The combination of nanowire LEDs and 
nanowire transistors could potentially be used to produce 
cheap and high quality displays. 

VII. CARBON NANOTUBES 

Carbon nanotubes consist of sheets of carbon atoms in 
a two-dimensional hexagonal lattice that are rolled up to 
form tubes. The tubes are typically a few nanometers in 
diameter and are microns long. They can have different 
diameters and chiralities. The chirality is the twist of the 
rows of atoms along the length of the tube. Sometimes 
the atom rows are parallel to the axis of the tube and 
sometimes the rows form a helix that winds along the 
tube. Carbon nanotubes are very strong; they are 10 times 
as strong as steel for the same weight. The electrical 
properties of carbon nanotubes depend on their diameter 
and their chirality. Some tubes are metallic and some are 
semiconductors. 

Both the metallic tubes and the semiconducting tubes 
are very good conductors. The mean free path in metallic 
tubes at low bias voltages is 1.6 µm and the resistance of 
a tube is about 4 kΩ/µm. As the bias voltage is increased, 
the resistance increases and the current saturates at about 
20 µA. The current density under these conditions is 
about 109 A/cm2. The high bias mean free path is about 
10 nm and the resistance is 800 kΩ/µm at high bias. The 
increase in resistance at high bias is due to the emission 
of optical phonons. This phonon emission process is only 
possible when the electrons are accelerated to high 
energies by the bias. [14] 

Semiconducting tubes are also good conductors. 
Mobilities of 80000 cm²/Vs and a mean free path of 3 µm 
have been reported in semiconducting tubes. [15] The 
good conductivity of carbon nanotubes arises from the 
one-dimensional nature of the tubes combined with their 
extreme rigidity.  The one-dimensionality reduces the 
number of electron states and phonon states severely. For 

phonon scattering, a phonon must scatter an electron 
from an occupied state to an empty state. Because of the 
reduction in the density of states of electrons and 
phonons, there are no phonons available with the correct 
energy and momentum to scatter electrons from the filled 
states to the empty states. [16] The rigidity of the tubes is 
important because soft one-dimensional conductors 
undergo lattice distortions that lead to hopping 
conduction and/or Peierls transitions. The softness of the 
materials, and the relative ease with which lattice 
distortions are formed, are responsible for the relatively 
poor conductivity observed in organic crystals and 
conjugated polymers. 

A number of groups have made transistors from carbon 
nanotubes. [6] These transistors have good electrical 
properties that are on the order of the properties that 
would be expected of a silicon transistor if it were scaled 
to the geometry of a carbon nanotube. To perform most 
functions that silicon transistors do, several 
semiconducting carbon nanotubes would be needed in 
parallel to provide sufficient current drive. Carbon 
nanotubes are presently the best example of a bottom-up 
structure that shows good electrical conductivity. More 
work on learning how to have the tubes self-assemble 
into circuits is needed before carbon nanotube devices 
can be used in practice. An important lesson that has been 
learned from the work on carbon nanotubes is that stiff, 
one-dimensional conductors can be made by bottom-up 
means with very good electrical characteristics.  

VIII. CONCLUSIONS 

The trends in the miniaturization of electronics have 
lead many people to believe that smaller is better. 
However, there is a lower limit that lies somewhere in the 
range of a few nanometers. Silicon devices are going to 
come very close to this lower limit and they are going to 
leave little possibility for smaller devices to be made in 
other technologies. The real potential for the challengers 
to silicon seem to be in large-area/low-cost applications. 
Solar cells and lighting panels are promising applications 
for self-assembled arrays of nanoelectronic elements. As 
bottom-up technologies mature and more low cost 
nanoelectronic elements become available, silicon will be 
challenged by circuits that provide about the same 
performance at lower cost. The bottom-up elements that 
show the best electrical characteristics at this point are 
semiconducting nanowires and carbon nanotubes. These 
are among the largest bottom-up devices demonstrating 
that smaller is not necessarily better. 
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